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APPENDIX A
PROOFS REGARDING COST MATRIX ξ′

Lemma A.1. Offsetting the columns of the cost matrix ξ′ by any constant ‘c’ does not affect the associated classification risk
R.

Proof: From Eq. 1, we have: ∑
q

ξ′p∗,qP (q|x) ≤
∑
q

ξ′p,qP (q|x) ∀p 6= p∗

which gives the following relation:

P (p∗|x)
(
ξ′p∗,p∗ − ξ′p,p∗

)
≤∑

q 6=p∗

P (q|x)
(
ξ′p,q − ξ′p∗,q

)
, ∀p 6= p∗

As indicated in Sec. 3.1, the above expression holds for all p 6= p∗. For a total number of N classes and an optimal prediction
p∗, there are N − 1 of the above relations. By adding up the left and the right hand sides of these N − 1 relations we get:

P (p∗|x)

(N − 1)ξ′p∗,p∗ −
∑
p 6=p∗

ξ′p,p∗

 ≤
∑
q 6=p∗

P (q|x)

∑
p 6=p∗

ξ′p,q − (N − 1)ξ′p∗,q

 ,

This can be simplified to:

Px


∑

i ξ
′
i,1 −Nξ′p∗,1

...∑
i ξ
′
i,N −Nξ′p∗,N

 ≥ 0,

where, Px = [P (1|x), . . . , P (N |x)]. Note that the posterior probabilities Px are positive (
∑

i P (i|x) = 1 and P (i|x) > 0).
It can be seen from the above equation that the addition of any constant c, does not affect the overall relation, i.e., for any
column j, ∑

i

(ξ′i,j + c)−N(ξ′p∗,j + c) =
∑
i

ξ′i,j −Nξ′p∗,j

Therefore, the columns of the cost matrix can be shifted by a constant c without any effect on the associated risk.

Lemma A.2. The cost of the true class should be less than the mean cost of all misclassification.

Proof: Since, Px can take any distribution of values, we end up with the following constraint:∑
i

ξ′i,j −Nξ′p∗,j ≥ 0, j ∈ [1, N ].
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For a correct prediction p∗, P (p∗|x) > P (p|x),∀p 6= p∗. Which implies that:

ξ′p∗,p∗ ≤
1

N

∑
i

ξ′i,p∗ .

It can be seen that the cost insensitive matrix (when diag(ξ′) = 0 and ξ′i,j = 1,∀j 6= i) satisfies this relation and provides the
upper bound.

Lemma A.3. The cost matrix ξ for a cost-insensitive loss function is an all-ones matrix, 1p×p, rather than a 1− I matrix, as
in the case of the traditionally used cost matrix ξ′.

Proof: With all costs equal to the multiplicative identity i.e., ξp,q = 1, the CNN activations will remain unchanged.
Therefore, all decisions have a uniform cost of 1 and the classifier is cost-insensitive.

Lemma A.4. All costs in ξ are positive, i.e., ξ � 0.

Proof: We adopt a proof by contradiction. Let us suppose that ξp,q = 0. During training in this case, the corresponding
score for class q (sp,q) will always be zero for all samples belonging to class p. As a result, the output activation (yq) and the
back-propagated error will be independent of the weight parameters of the network, which proves the Lemma.

Lemma A.5. The cost matrix ξ is defined such that all of its elements in are within the range (0, 1], i.e., ξp,q ∈ (0, 1].

Proof: Based on Lemmas A.3 and A.4, it is trivial that the costs are with-in the range (0, 1].

Lemma A.6. Offsetting the columns of the cost matrix ξ can lead to an equally probable guess point.

Proof: Let us consider the case of a cost-insensitive loss function. In this case, ξ = 1 (from Lemma A.3). Offsetting all
of its columns by a constant c = 1 will lead to ξ = 0. For ξ = 0, the CNN outputs will be zero for any o(i) ∈ RN . Therefore,
the classifier will make a random guess for classification.


